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Abstracr—  With rapid advances in Infm'matl(;n
Technology, the normal way for people to obtain
information has changed. However, the current available
search engines, like Google, cannot tell whether a newly
posted article contains fresh content or not, as compared
to all the previous posted articles. Thus, people may
sometimes waste time reading articles which are about old
or have known information. The solution to this problem is
Novelty mining; it is a new and exciting area of computer
science research that tries to solve the crisis of information
overioad by combining techniques from data mining, text
mining, natural language processing, information
retrieval, and knowledge management.. In this paper, we
have illustrated the various steps involved in the miming of
the dataset. The objective of this research was to find an
optimal way to scan through large databases and detecting
relevant information efficiently. The results show that
proposed novelty mining framework can detect novelty on
a set of news articles with very high accuracy.

Key words — Novelty Mining; Database optimization;
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1. INTRODUCTION

In today’s information age, it is casy to store large amounts
of data. However, although the amount of data available to us
is continuously growing, our ability to gather this information

and use it remains constant, Imagine the time savings if we are

only presented with novel information to read, while the old or
redundant information is filtered out. Thus, novelty mining [1]
helps to extract novel information out of a huge set of text

documents. The term novelty (derived from Latin word Novus
for "new") is the quality of being new, or following from that,
of being striking, original or unusual. In novelty mining, users
are able to send different documents to be tested for its
relevance and novelty. Due to the millions of data in the
datz‘abase, the insertion and selection of data have to be kept at
optimum.
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information may be rct}lrncd to the users. [ Lnery

mining system cqusms of three majp Pa ns'” <
preprocessing. clnssﬁ\:canon and n(wc?lty mining‘ Fin;-:.h\i
documents are input into the system for prepr 1y,

, : _ OCessing .,
models will be built by using various Machip \;e’;
algorithms. Then, the system wil| determipe

documents for a given topic and filter oy the n()nw
documents in the classification stage. Finally, b&\
historical articles, the system will determine Whether :hei;
article is novel or not. The contributions of this paper -lp,:.
twofold. Firstly, to design and develop the ecn.w\
techniques for SQL SERVER 2005 database for
relevant information, which has not been well-studieg .
and secondly, to study the novelty MiNNg systey .
involves pre- processing as its first phase :
classification and novelty mining techniques 1o
data from a dataset. This paper spans across the
emerging research areas of databases that include dai
indexing and information retrieval by query processing
processing of dataset and knowledge management,

followeg -
detect .

three 7y

This paper is organized as follows. In the first section,
introduction about the motivations for the reseanch &
development of novelty mining system is presented. t
second section literature review of various optimizatin
novelty mining systems is described. The third w
comprises of the framework that we have proposed for =
entire Novelty Mining system. In sections four details s
dataset used i.e. Reuters 2 1578 is explained. In section e
Six the experiments conducted and subsequent perfom*
evaluation is shown, Finally, at the end of this et *
conclude and give Suggestions for future work in this €&

II. RELATED WORK .

The major contribution in the field of Optimila'm.[.lg;
novelty Mining g by Flora S. Tsai. Other authors M* i
contributed in this area. In [1], authors have exp'louimm“
Importance of novelty mining and database optvle i
technique op 5 dataset of business blogs, With 3 *"*

. ecdon ;
accuracy. Previgys research on  novelty dee™
Stressed op the

q st
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task of finding novel material, gve g e "
documents oy, d

. . . <tudle
a certain topic. Authors in [2] St
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task defined by TREC 2002 novelty teack that is first!
finding the relevant sentences from the docrments md ,M\;
identifving the novel sentences from the coflection ‘of relevans
ones. The research here shows that the former e Wﬂ fo
e more difficult part of the task 1n [3], suthors have HMFM
web logs posts for various catepories of ¢yher Secutity threats
related to detection of cvber attaclke cvbet crime e 753»,(,,.;;,.“
They have used Latemt Semantic models saeh ac | atene
Semantic Analvsis (LSA) and Probsbilietic 18A. to dc'véct
keywords from cvber security weh logs 18A i a!w-\ é&mw«;d
in another paper [6] In another work |51 x?n)m Mx}e
proposed experimental results on APWST daty 6ot They harve
shown  that  Document 1o Sentence(DI]) frm;m'ewk
outperforms standard (document level) novelty detection in
terms of redundancy-precision (RP) and recundancy-recall
(RR). However they have suggested that D28 choas a' sttong
capability to detect redundant information Alss. in (%] authors
aim to explore the performance of redundancy and novelty
mmmg n the business domain They have adopted the mixe;i
metric approach which combines symmetric and asymmetric
metres

Different researchers have contributed in the area of
database optirmsation, but either they have focused on B-Trees
or mdexing techmques by LSA method. Nonc has given
attention o pre processing and optimisation using indexes In
our paper. we have proposed a framework which converts
unstructured data of news articles 1o a structured form (tables)
and there afier mdexing 15 performed and performance
companson 1 observed. This will also form basis for our future
work of novelty mining, keeping in mind the constraints and
chalienges in nawral text.

1. PROPOSED FRAMEWORK
The framework of Novelty Mining system 1s shown in
figure 1. 1t 1s divaded 1nto four phases:-1. Pre-processing
ii. Dawbase Optmization iii. Novelty Mimng 1v.
information Retrieval. The detailed explanation of these phases
18 given below.
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Fig. 1. Proposed Framework
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There are varions pre. processing techtiicues that infer or
extract structured representations from raw unstroctured data
sonrees. There are different operations under pre processing
ke stop word removal and word stemming. Stop Word
Removal aime to remove stop words like “is’, ‘an’. “the’ ste.
Word Stemming is the proeess of reducing inflected (or
sometimes devived) words to their atern, hasic root form-
generally a written word form F g running-> run. Drinks. -
drink, Mangoes - mango

Ey Araonrrang Lisen For WoRD STesmmisiG

We have used a4 madified form of  Porter Sternmer
Algorithm [10] The Porter stemming algorithm (or  Porter
stemmer’) v a4 process for performimg stemming 1 e reducng
the word o ite root form. 1t 1 mainly used as o part of term
pre-processing,  that  w usunlly  done  when  setting  up
Information Retrieval systems. The algorithm stems the data
using a set of rules. There are 60 rales in 6 steps i porter
stemmer algorithm. These steps are

I, Removes plurals of the words,

2 Turns terminal v to + when there 1s another vowel in

the stem,

3 Maps double suffixes to single ones, sg- ization”

‘ational” etc

4. Deals with suffixes - full, -nests otc

5. Takes off ant, -ence ete.

6. Removes a final .

In our modified porter stemmer algonthm, we remove stop
words bke “19', "an’, ‘the’ ete along with above suffix removal,
We have used java as a programming language for
implementing our algorithm, The benefit of implementing
porter stemmer is o enhance search process in the large pool of
data and moreover to increase the cfficiency of the entire
system.

B. DATABASE OPTIMIZATION

Database optimization is a technique (o improve the query
performance with indexing and statistics. I can be defined as
the optimization of resources used to increase throughput and
minimize contention, cnabling the largest possible CPU
workload to be processed. In our paper we have used indexing
10 optimize the dataset,

There are two types of indexes that have been built on the
data namely clustered index and non clustered index. The twao
types of indexes are as explamed below:

1) NON-CLUSTERED (NDEX

The data 1s present in random order [12], but the index
specifies the logical ordenng, The index keys are in sorted
order, with the pointer W the record contained in the leaves of
the uee, There can be more than vne non-clustered index on a
database table. Non-Clustered indexes have structures that are
different from the data rows. A non clustered index key value o
points 0 data rows that contain the key value. This is called as
row locator. Its structure is determined on the basis of the type
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of storage of the data pages. A hoap table [11] by definition is a
table that docsn't have any clustered indexes,

Another case arises when no index is defimed for a table at
il In that case the address of the first 1AM page of the heap
tble itself is stored in the sysindexes table with indid - O as
shown in figure 3 Qq. the full form of 1AM i a hatle
misleading. it would be better cafled as SAM (Storage
Allocntion Map o» Space Allneaticn Map)

2YCLUSTERET NIYE Y

Clustering madifiee the duts Wlock [12] it a certaim
SPecific ordet 1 mateh the indee Therefore, oy one chastered
mdex can he prepied o

B ogiven dutshmse table  ( hostered
miices gresth increnses the gversfl speed of retrieval, but
usually only if the dutn 18 neeessed soguentially m the same or

Teverse order of the clustered indey
Fewer dato Block reads are reguired as the phyeical records

are an the aort arder an disk the next row item in the sequence
= ommediately before o gfy

et the last one. and so on. Some
databases separate the data and index blocks into separate files,
athers put twa completely different data blocks within the same
physicul fila(x) An ohiect 1 created where the physical order
of rows » the same as the index order of the rows and the
bottom (leal) level of Chastered mdex contains the actual data
oW

C NoveLTy MiInNmG

other ficids where dupl
The approach followed 0

perform Novelty mining in our
project is Document 10 senten

ce. The document (or paragraph)

miormation 15 displaved from the main table
A Cursor makes it pos:
SQL A cursor can be ViEw
refer one row at & time.
Two Cursors have
following purposes:
1) For removing redundancylduplicily.
(2) For implementing search in the temporary tables.

Cursor is & server side wol It is giving fow-wise solution 1o
the result set

sible 10 perform complex logic in
ed a5 a pointer 10 a row. It can only

been used in this project for the

D INFORMATION RETRIEVAL
Retneval of information s also an ntegral pant while
designing & SYslem, 50 as 0 provide the user relevant
information according 10 the query inpui by him. 1f the results
obtained are relevant and correct, then the system developed is
said 10 be efficient The various Seps for rewieval of
nformation from the structured tables arc as follows:

(1) User inputs the fequest through query.

© BBUTM "July-Dec, 20/ 5" All Rights Reserved
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(2) Search is carried out in te

mporary tableg thee,.
pattern matching, Mg

{1 Transfer of contral from tem

POrary tahle, to
tabie

the Mg

(4} Output generated from the main tahle.

IV DATASET

A REUTERS 21578

We have used Reuters 21578 dag

documents m the Reuters-21578 PPearsd ., .

Renters newswire in 1997 We haye sed a suhegy o

complete dataset for onr study The dataset i< divided 1,

categories  namely companies, e
people. exchanges and topics.

aset [9] m gy Wory
collection app

exchanges,

B Toen tisED

The database software that we

SQL SERVER 2005 Microsoft SO1 oy

database management system developed by Microsof 50

Server 2005 (formerly codenamed "v ukon™) wag relensed -

October 2005, It mncluded native support for managing
data. in addition to relations] data, '

have used 5 MICROS -
. Server 2005 5, re)

V. EXPERIMENTS Conp JCTED
The various phases under the Project such as pre processimg.
database optimization and novelty mimng were carned o
under. Performance evaluation is 3 key step w0
project. We have evaluated our work
efficiency of our work. But befor
of execution, we first give an
then its relevant efficiency.

SXarmine
and calculated e
€ discussing the vanious sanes
overview of the work done £

Step 1 Creation of tables

e

Figure 2: Creation of wables )
The above figure shows the query execuied 1o create he @08
i SQL Server for converting unstructured raw MJ
structured tabular form. The differen auribuies for the ==
ae chosen keeping in mind the various calegories preseit
the actual dataser.

Step 2: Insertion of data intw the tables

Page*
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Figure 3+ Insert query
The ahcwg figure shows the query which is executed to enter
the data into the tables. The various attributes are assigned
vales accordingly. '

e o e NP

e

= PR “n
AN Rty

TrREdg
@
.

& e vmeeises b B T e e

Figure 4 : Table contents
The above figure shows the content of the table. This is only a
portion of the complete database. The table consists of 255
records in all pertaining to different categories.

Step 3: Creation of indexes
Following figure 2 is the list of indexes that we have created on

out database:-

7 Hesae | ) iessages
1 PRIMARY |

nder_tiane indes._desonphun ndex_keys
1 clstwds_di | custemsd located on PRIBARY (o date
] . n}mm _:,(.;mpann:: nonclustered located on FRIMARY  compaves
3 ndvi‘“sxdml wges  nonclusteisd localed on PRIMARY  eachanges
|4 nelat_org nencumered luceted ot PRIMAFY o1y
5 nclst_people noru;ﬁuﬂumﬂ}utm\w on PHIMARY  peopie
6 nulel_places nonclustered lvcaled on FRIMARY  places
L7 riclet_topc ronciugleted locatad o PRIMAHY  lopics

Figure 5: list of indexes on the table

the above figure, we have ma«_lc a
(table). One of them 1s a
on clustered index.

As it can be seen from
fotal of 7 indexes on our dataset :
clustered index while all the others are n
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Step 4: Applying queries on the dataset for comparison

I'he various execution plans for different queries are given ina
tabular form for eany understanding and comparison. The
numerical values depicted in the table are in the form of CPU
cyclen required to perform the task. As can be noticed from
fable |, the execution times in case of “clustered index seek”
are lowest, The query execution 15 optimum in this case. Also
the values for “index seek” and “table scan™ are similar, this is
due to the fact that in hoth the cases the indexes are not used.

Step 5: Converting paragraph ( or document ) level to sentence
level

b Ssen d ety agm b0

a4 idd A
4 e e w

| R

i P,

.W- i W

fo

Figure 6: Sentence level fragmentation of data

The output depicted above in the figure 6 is obtained after
executing the first code which is written to convert the
paragraph level data to sentence level. This step is carried out
in order to apply novelty mining techniques on the dataset at
the sentence level rather than document level. The above
output is of a temporary table which has only two attributes
namely title and the text.

Step 6: Applying Novelty Mining on the dataset.

{n the next step the application of novelty mining technique is

carried out. In this step the redundancy or the duplicacy _in the
data if present is removed by using the code developed in the

Page 47
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form of curgory, |

uch sentence in
the pool of existin

the dataset iy compared 1o
resent in the data and thus

Step 7; Applyin

B 4 search query on the dataset prior (o
conversion of dg

cument (o sentence,
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Burm |
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e
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e

L g

) Vo |
LTI

Step 8: Casting the XML data to NVARCHAR.

The figure 8 illustrates the casting of XML data attribute to 5

NVARCHAR type data. The purpose of this conversion ig to
apply text search or pattern searches to this attribute, As
depicted by the figure a search query is executed searching for
the presence of phrase ‘COCOA’ in the dataset. And at the
bottom of the figure the Successful execution of the query is

shown. The detailed eriecution times have been shown by
another figure 9 shown below.

e

S S

Figure 8: Query exe B

cution plan
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Figure 9: Detailed execution plan

Step 9: Application of second co

de to perform Search i
sentence level data,

T — T
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'
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Figure 10: Query e.xrution plan

The above fi

gure 10 shows the appli
XML form

data. The highlighted text i
ecuted to display the relev

cation of the search iy
n the figure is the query
ant data. This method is

Table Scan
Scan rows frarm a tabe Chntered Indes Scan
SO0G 8 chiviares e, enrely ar only a ange
Physical Operation . Table Scan
Logical Operation Table Scan  Physcal Operation
Estimated 1/0 Cox 00032035 99 Opertion
Estimated CPU Coxt 00000851 :.“.:::lr/:f o
Estimated Operator C ost 0.0049584 (9%, Estimate Operator Cont
bllmMedSubhte Cost 0.0049584 Estimated Subtree (ogt
Btimated Number of Rows 5 Estimated Number of Rows
Estimated Row Size 298 Etmated Row Size
Ordered False  Ocered e
Node ID 6 Nodeld
>

Object
llempdl.'l.(dbol,n TEMP_MEV
t List

(!cmpdb]-(dbo} (#=Terp MNEW] e

Figure 11; Detailed execution

plan
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V1 Concrusion AND FUTURE

The proposed work uses a large dataset of news articles, An
cfficient way to optimize database has been proposed  with
indexing technique. The oxperimental results obtained show
that the work optimizes the database with the execution time in
clusterad index scek and ss can be noticed is lowest out of all
other attributes. Also the values of Index seek and Table scan
are similar, as both do not consider indexes. With the proposed
work the effectiveness of optimization has been studied
experimentally. Further investigation to the topic reveals that
novelty mining with database optimization can give good
results,

The results obtained from the
that the execution time in case of sentence level search as well
3s cast search is similar. This is due to the fact that the dataset
does not contain redundancies Moreover the Document to
Sentence conversion is also successtully carried out with the
help of the proposed algorithm. Thus the proposed
optimization and novelty mining algorithms are efficient.
Mining of documents for novel information is successfully

accomplished by removing redundancy or duplicity from the
dats. '

WORK

experiments conducted show
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